# GAN proposal

## GAN in general

Collecting datasets in scientific research usually faces challenges such as physical limitations of instruments or extensive labor requirements. Using deep learning models to automatically generating data or augmenting existing data is a new area worth investigate. Generative adversarial networks (GANs) [1] attract great attentions recently and have seen significant progress [2]–[5]. GANs proposed to generative tasks through a minimax game between two competing networks, the generator and discriminator, and such a methodology have great success on computer vision datasets [6]. Scientific datasets, however, expose unique challenges that require more research efforts to achieving good results with GANs.

## Development of GANs

The GAN structure proposed in [1] usually suffers from unstable training and mode dropping in generated samples [7]. Recent theoretical works on GANs mainly focus on stabilizing the training procedure of GANs [8], [7] and increasing both the quality and the diversity of generated samples [2]. On the other hand, a more interesting trend is to apply various neural network structures to improve GANs’ performance on different tasks.

There are several noticeable works among a great number of research efforts following this trend. Conditional GANs [3], [9] seek to teach GANs the ability to generate samples of a specific class, e.g., output samples of a specific hand writing number, by adding class information either to the input of the network or change the binary discriminator to a classifier. DCGAN [10] replaces the multi-layer perceptron networks with convolutional networks and achieves very good results on image datasets. There are also several works that use an encoder-decoder network structure as the generator that allow GANs manipulate a input image in different ways such as translating the input image to a different style [4], [11], rotating the image to an unseen angle [5], [12]. It is also possible to augment the input dataset with GANs to generate better samples. For example, a recent work using a gradually growing network structure for GANs to achieve super resolution photo realistic image [13]. Another work uses a stacked GAN structure [14] to translate text first into low resolution images and then augment it to high resolution images.

## GANs for scientific datasets

Compared to the great success of GANs in computer vision fields, the potential of GANs in other fields such as environmental science, biology and industrial engineering is yet to discover. There are some preliminary works to applying deep learning techniques on biology datasets [15], [16] that show great potentials in generating data, augmenting data and processing data. Auto-encoders have been used to generate chemical structures of molecules [18]. 3DGAN [17] that can generate 3D models from 2D images is of great interest for industrial engineering. Judging by its huge success on computer vision datasets, we believe applying GANs to dealing with issues of scientific datasets will be of great interest in the near future and significantly advance the related field.
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